HEURISTIC ALGORITHMS APPLIED TO THE PROBLEMS OF SERVICING ACTORS IN SUPPLY CHAINS
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Abstract: The paper discusses main decision problems analysed in the subject matter of servicing actors operating in the supply chains, i.e. the vehicle routing problem, vehicles-to-task assignment problem and the problem of entities’ localization in the supply chain. The input data used to describe supply chains is given as well as the basic constraints and the criterion functions used in the development of mathematical models describing the supply chains. Servicing actors in supply chains is the complex decision making problem. Operators in the supply chains are constrained by: production capacity of the suppliers, the demand of the customers in particular working days, storage capacities of warehouses, handling capacities of warehouses, suppliers’ and warehouses’ time windows and other. The efficiency of supply chain is described by cost of transport between operators, costs of passing cargoes through warehouses and delivery time to the recipient. The heuristic algorithms, like genetic and ant algorithms are detailed and used to identify issues related to the operation of actors operating in the supply chains are described. These algorithms are used for solving localization problems in supply chains, vehicle routing problems, and assignment problems. The complexity of presented issues (TSP is known as NP-hard problem) limits the use of precise algorithms and implies the need to use heuristic algorithms. It should be noted that solutions generated by these algorithms for complex decision instances are sub-optimal solutions, but nonetheless it is accepted from the practical point of view.
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1. Introduction

Under the high competition in the logistics market, developing strategies for servicing actors involved in the tasks execution along the supply chains becomes a crucial thing. Servicing of actors placed in a given logistic network is defined through delivery deadlines, delivery readiness, quality and flexibility of deliveries, timely completion of transport, complete order execution, receipt and shipment of goods without any damage (Nowakowski, 2004). Evaluation of the quality of service of entities operating in the supply chain is also related to the reliability of these services. Reliability of deliveries (Jacyna-Golda and Lewczuk, 2017; Twaróg, 2005) is the quotient of the timely performed orders to the total number of orders. The quality of supplies can be measured by the quotient of the number of claims to the total number of orders. Flexibility of supplies (ability to adapt to customer needs) can be specified by the number of special wishes fulfilled to the total number of requests of this type. The availability to deliver supplies can be expressed by the quotient of the number of orders completed to the total number of orders.

In the nowadays economy, logistics services buyers increasingly submit sophisticated expectations as to the quality of the products. Compliance with the requirements is not easy, especially as long as the transport of goods from manufacturers to the customers is attended by many participants: operators, forwarders, carriers, etc. In addition, the process of cargo flow is no longer subjected only to price, but the quality earns important place. One of the elements of service quality is the time and efficiency of its implementation. Taking into
account the above it can be stated that modern supply chains should characterize by (Jacyna-Gołda, et al., 2013; Jacyna-Gołda et al., 2016):
- immediate response capacity and ability to meet rapidly changing demand,
- flexibility, that is the ability to adapt to market needs,
- ability to make optimal use of company resources,
- ability to use all available information.

In order to improve material flow between elements of the logistics network which determine the time of tasks realization, new methods and algorithms solving key decision problems are developed for:
- location of the facilities in logistics network, i.e. warehouses,
- the choice of shortest routes, i.e. TSP,
- allocation of vehicles to transport tasks.

The main factor determining the quality of services is time of order fulfilment. Delivery time is determined by the distance between particular facilities in the logistics network. The priority is to set this location (Jacyna-Gołda et al., 2016; Wasiak et al., 2016). Handling bodies operating in the supply chain requires designation of minimum routes for the vehicles carrying specific transport task. The search for the shortest paths is still very up to date and refers to the classic traveling salesman problem. Many researchers dealing with this problem are looking for efficient algorithms for finding the shortest paths (Izdebski and Jacyna, 2012, 2013; Izdebski, 2014; Jacyna-Gołda et al., 2016, 2017; Szczepański and Jachimowski, 2014; Szczepański et al., 2014; Wasiak et al., 2017; Zieja et al., 2015). In turn, the assignment of vehicles to the task is considered to minimize the number of vehicles while setting the minimum routes for all transport tasks.

Heuristic algorithms: genetic and ant algorithm are presented in the paper, and described as a tools supporting handling bodies in supply chain. These algorithms are used for solving localization problems in supply chains, vehicle routing problems, and assignment problems. The complexity of presented issues (TSP is known as NP-hard problem) limits the use of precise algorithms and implies the need to use heuristic algorithms. It should be noted that solutions generated by these algorithms for complex decision instances are sub-optimal solutions, but nonetheless it is accepted from the practical point of view.

2. Supply chains operators

Supply chain is defined as a group of companies such as mining, manufacturing or distribution companies performing common activities to meet the demand for specific products from the acquisition of raw materials to delivery to the final customers (Fig. 1). These activities include development, production, sales, service, supply, distribution, resource management, support activities and other. The role and positioning of individual companies - operators in the supply chain structure results from the division of duties into subsequent stages of production and sales of products. The supply chain can be defined as a network of interdependent associations of organizations, acting on the basis of mutual cooperation, jointly controlling and streamlining material flows and information from suppliers to final customers (Fechner, 2007; Jacyna-Gołda, 2015a, 2015b).

Fig. 1. Operators in supply chain. Source: own work

In order to characterize supply chains, specified input data must be defined:
- \( V = \{ v : v = 1, 2, ..., V \} \) – set of nodal elements of logistics network, i.e. suppliers, warehouses, producers etc.,
- \( T = \{ t : t = 1,2,...,t',...,T \} \) – set of working days in which the cargoes are delivered to warehouses, receivers or other companies,
- \( DS = \{ v : \alpha (v) = 0 \text{ for } v \in V \} \) – set of suppliers,
- \( MS = \{ v : \alpha (v) = 1 \text{ for } v \in V \} \) – set of warehouses,
- \( P = \{ v : \alpha (v) = 2 \text{ for } v \in V \} \) – set of receivers of cargoes like production facilities,
- \( D1 = \{ d(\nu,\nu') : d(\nu,\nu') \in \mathbb{R}^+, \nu \in DS, \nu' \in MS \} \) – distance matrix in relations: suppliers-warehouses,
- \( D2 = \{ d2(\nu,\nu') : d2(\nu,\nu') \in \mathbb{R}^+, \nu \in DS, \nu' \in P \} \) – distance matrix in relations: suppliers - receivers,
- \( D3 = \{ d3(\nu,\nu') : d3(\nu,\nu') \in \mathbb{R}^+, \nu \in MS, \nu' \in P \} \) – distance matrix in relations: warehouses - receivers,
- \( Q1 = q1(v) \) – vector of supply volumes,
- \( Q2 = q2(v,t) \) – vector of demand from receivers’ in particular work-days expressed in palletised loading units,
- \( Q3 = q3(v) \) – vector of total demand from receivers’ in palletised loading units,
- \( POJ = poj(v) \) – vector of warehouses storage capacities,
- \( K = k(v) \) – vector of unit costs of passing through warehouses,
- \( C = c(v,v') \) – vector of unit transport costs between elements of supply chain.

Operators in the supply chains are constrained by: production capacity of the suppliers, the demand of the customers in particular working days, storage capacities of warehouses, handling capacities of warehouses, suppliers’ and warehouses’ time windows and other. The efficiency of supply chain is described by cost of transport between operators, costs of passing cargoes through warehouses and delivery time to the recipient.

Heuristic algorithms are used to determine the minimum linkage between the supply chain elements. This way of linkage minimizes the cost of transport, time of goods delivery to the customers, and the number of vehicles used. The location of the supply chain elements is determined by the volume of material flow entering the particular operators, so the heuristic algorithm is also responsible for determining the optimal volumes of the flow.

### 3. Decision problems in supply chains

Handling bodies operating in the supply chain involves the selection of a routes for goods flows from the suppliers to the customers through indirect elements like warehouses or transshipment terminals. The problem of determining driving routes (Abdoun and Abouchabaka, 2011; Bräysy and Gendreau, 2005) (vehicle scheduling problem) refers to the broadly discussed issue of the traveling salesman problem. The TSP problem is an optimization task of finding the Hamilton minimum cycle in a full weighted graph.

The mathematic formulation of travelling salesman problem can be as follows:

- locations visited by salesman are represented by set \( M = \{1,...,i,...,j...M\} \),
- distances between locations to be visited by salesman are defined as a matrix \( D = [d(i,j)] \),
- binary decision variable sets the connection between locations taking the 1-value when connection is fixed, and 0-value otherwise: \( X = [x(i,j)] \).

Traveling salesman visits each location only once:

\[
\forall j \in M \quad \sum_{i=1}^{M} x(i,j) = 1 \quad (1)
\]

\[
\forall i \in M \quad \sum_{j=1}^{M} x(i,j) = 1 \quad (2)
\]

Criterion function sets the minimum-length route for salesman consisting of all visited locations, given as follows:

\[
F(x) = \sum_{i=1}^{M} \sum_{j=1}^{M} x(i,j) \cdot d(i,j) \rightarrow \min \quad (3)
\]

An exemplary interpretation of the problem of determining the route for vehicles collecting wastes from individual inhabitants to the landfill is shown in Figure 2. The decision problem in the supply chain defined here is to determine the minimum route for the vehicles reaching waste generating sites. In the presented example, in addition to the classic assumptions of the salesman's problem, the limitations of vehicle's capacity are taken into account, which further complicates the designation of waste collection routes.
Heuristic algorithms applied to the problems of servicing actors in supply chains

Servicing companies in the supply chains requires assigning vehicles to ongoing tasks in the supply chain. In the classical assignment problem, performers are characterized by certain skills and traits that allow them to perform particular tasks. The solution to the problem is the identification of appropriate contractors for the tasks, so that the contractors will assign those tasks in the optimal way (maximum profit, minimum loss). The allocation problem can be modified by taking into account different combinations of data like number of vehicles equal to number of assigned tasks, number of tasks smaller or larger than number of vehicles. The mathematical formulation of the classical assignment problem is identical to that of the traveling salesman.

To accomplish all tasks with a minimum number of vehicles, the minimal number of paths covering all nodes of the network must be find out first according to classic assignment problem version (Fig. 3a). The problem is reduced to the preparing case-related bipartite graph and determining the maximal association in this graph. Fig. 3b presents graph where the vertices are the starting and ending points of the transport task. In addition, there are time limits in the supply chain and limited ability to perform multiple tasks with one vehicle.

The location of the entities operating in the supply chains is crucial for its quality. The problem of locating supply chain elements like warehouses, suppliers or customers is widely discussed as important decision problem (Ambroziak et al., 2006; Brandeau and Chiu, 1989). The classic location problem is described in the literature as Capacitated Warehouse Location Problem CWLP (Akinc and Khumawala, 1977; Sharma and Berry, 2007). The cost of transport depends on the quantity of goods transported between warehouses and customers, and the distance between them, so the quantity of goods to be transported must also be determined. In case where the capacitive restriction is not taken into account, the problem turns into Uncapacitated Warehouse Location Problem (Khumawala, 1973).

Depending on the complexity of supply chain in which the entities are localized, classic version of the problem is modified and expanded with additional constraints. An exemplary function that determines the cost of transport between suppliers, storage facilities and customers can be presented as:

\[
f(\mathbf{Y}, \mathbf{Z}) = \sum_{r \in R} \left( \sum_{i \in I} \sum_{m \in M} c'_{im} \cdot y_{im} + \sum_{m \in M} \sum_{j \in J} k_{mj} \cdot z_{mj} \right)
\]  (4)

Fig. 2. The problem of determining driving routes in municipal enterprises (Izdebski, 2014)

Fig. 3. Graphical interpretation of assignment, a) network, b) graph (Burkrd et al., 2009)
where:

\[ c'_{im} \] – unit costs of delivery of goods of \( r \)-th commodity group from \( i \)-th suppliers to \( m \)-th warehouses;

\[ y'_{im} \] – volume of supplies of \( r \)-th commodity group from \( i \)-th suppliers to \( m \)-th warehouses;

\[ k'_{mj} \] – unit costs of delivery of goods of \( r \)-th commodity group from \( m \)-th warehouses to \( j \)-th receivers;

\[ z'_{mj} \] – volume of supplies of \( r \)-th commodity group from \( m \)-th warehouses to \( j \)-th receivers;

\( R = \{ 1, 2, ..., r, ..., R \} \) – set of commodity groups.

Complexity of discussed decision problems forces using heuristic algorithms. These problems are essentially based on the minimization of vehicle routes in a given supply chain, and this in turn restricts the use of precise algorithms in these types of problems.

4. Heuristic algorithms to plan servicing operators in supply chains

The heuristic algorithms used in solving complex decision problems in the aspect of servicing entities operating in the supply chain are genetic and ant algorithms. Both algorithms are well recognized and investigated.

To describe the components of the ant algorithm a set \( WTP \) of route points visited by a single ant is defined. With reference to the supply chain requirements and decision problems like determining rational driving routes or locations, the route points may be suppliers of raw materials for production companies (Jacyna-Golda and Izdebski, 2017) or households generating wastes, placed in the logistics network of municipal enterprises (Izdebski, 2014). The vehicles-to-tasks assignment problems define route points as transport tasks to which vehicles are assigned (Jacyna and Izdebski, 2014).

\[
WTP = \{ 1, ..., y, ..., z, ..., WTP \}
\]

(5)

where \( WTP \) - cardinality of set \( WTP \), \( y \neq z \).

The starting point of each ant’s route is a randomly chosen route point, eg supplier. Further travel of ant, and thus selection of consecutive points, occurs with a certain probability (Dorigo and Stutzle, 2004):

\[
PR_{yz}^m (t) = \left\{ \begin{array}{ll}
\sum_{l \in \Omega^m} \left[ \tau_{yl} (t) \right]^\alpha \left[ \eta_{yl} (t) \right]^\beta, & z \in \Omega^m \\
0, & z \notin \Omega^m
\end{array} \right.
\]

(6)

where:

\( \tau_{yz} (t) \) – intensity of pheromone trace between \( y \)-th and \( z \)-th route point in \( t \)-th iteration,

\( \eta_{yz} (t) \) – heuristic data, i.e. \( \eta_{yz} (t) = \frac{1}{w(y,z)} \), where

\( w(y,z) \) - distance between \( y \)-th starting point and \( z \)-th starting point,

\( \alpha, \beta \) – effect of pheromones and heuristic data on the behavior of ants,

\( \Omega^m \) – set of so far unvisited \( 1 \)-th starting points by \( mr \)-th ant.

A random selection of paths between point \( y \) and \( l \)-th points begins with the calculation of the probability of passing to points not yet visited by the ant according to the pattern (6). The next step is to calculate the distribution for each transition path and draw the number \( r \) from the range \([0,1]\). A \( tr \) route with a distribution value \( q_r \) is selected if \( q_{l-1} < r \leq q_r \), where \( tr \) is is the number of route between \( y \)-th point and the \( l \)-th points of shipment. When all ants have completed the routes, the pheromone traces are updated. The process uses a cyclic update (Dorigo and Stutzle, 2004) as the most efficient when compared to the density or quantitative updates. In the beginning it is assumed that the trace on the links between the points is equally strong. In subsequent iterations, the pheromone trace is calculated according to the formula:

\[
\tau_{yz} (t + 1) = (1 - \rho) \tau_{yz} (t) + \sum_{mr=1}^{MR} \Delta \tau_{yz}^m (t)
\]

(7)

where:

\( \Delta \) – another ant in the anthill \( mr \in MR \),

\( \rho \) – pheromone evaporation factor \( 0 < \rho \leq 1 \),

\( \tau_{yz} (t + 1) \) – pheromone boost, for the first iteration it takes a value \( \tau_{y0} \) on each link.
The first component of formula (7) defines the pheromone evaporation rate, while the second one determines the pheromone boost and takes the values (Dorigo and Stutzle, 2004):

$$\Delta \tau_{yz}^{mr}(t) = \begin{cases} 
1 & \text{if route }(y,z) \text{ was used by ant } m_r \\
\frac{L^{mr}(t)}{L^{mr}(t)} & \text{otherwise}
\end{cases}$$

(8)

where:

- $L^{mr}(t)$ – length of route done in $t$-th iteration by $m_r$-th ant,
- if route $(y,z)$ was performed by $m_r$-th ant then $\Delta \tau_{yz}^{mr}(t)$ is equal to $\frac{1}{L^{mr}(t)}$, and 0 otherwise.

The genetic algorithm used for the problems of servicing entities operating in the supply chains has been applied to determine the routes of vehicles, i.e. for the collection of municipal waste from individual households (Izdebski, 2014) or the problems of objects location in the supply chains (Jacyna-Gołda et al., 2016, Szczepański et al., 2014).

Genetic algorithms are based on mechanisms of natural selection and heredity. They are used as a practical optimization tool. The main advantages of genetic algorithms, that dominate other optimization methods, are the search for an optimal point not from a single location in the search plane, but from several points determined by a given population and based on the information determined by the objective function, rather than the derivative. Value-based targeting is a valuable advantage of genetic algorithms. The criteria function provides values that allow the genetic algorithm to find a solution that is acceptable and satisfactory from the point of view of the problem.

The main stages of the algorithm are: selection, crossing and mutation. The selection involves selecting the best individuals from the initial population and including them to the next generation. Various methods of selection are described in the literature (Michalewicz, 1996) i.e. stochastic method with repetitions (roulette method), deterministic sampling method, stochastic method with residues with repetitions, stochastic method with no repeat repetition, tournament method, ranking method. The quality of the solution (faster convergence to the wanted values) depends on the method used. Crossing involves the exchange of genetic material between individuals of the parental population, resulting in the individuals of the progeny. Depending on the processed case, the crossing takes different forms. The classic genetic algorithm is based on chromosomes. Chromosomes are randomly generated binary (in most cases) sequences creating a whole population of individuals. The classic method of single point crossing is used for such a structure. Other representations of the structure of the chromosome are also possible, like as a sequence of natural numbers. Two-point crossings, such as PMX (partial matched crossover) and OX (order crossover) are introduced into this structure. Mutation involves randomization of genes, conversion of values, or transposition. Generation of the random population is randomized or through other heuristic algorithms. The condition of the end of the algorithm can be: the number of expected iterations or lack of diversity of the population.

Depending on the problem, the structure of the algorithm takes different forms – like in case of assignment of vehicles to tasks in supply chain and determining the route for vehicles. The chromosome takes the form of a sequence of integers interpreted as tasks or suppliers (Fig. 4). In order to determine the location of the objects, the matrix structure was used (Fig. 5).

![Fig. 4. Structure of numerical strings (Izdebski and Jacyna, 2013).](image)

![Fig. 5. Matrix structure (Jacyna-Golda et al., 2016).](image)
values from both parents, and the **REM** matrix with information on whether rounding is needed. Assuming that the values of matrix **M1** and **M2** (parents) in each cell assume the marking \( m_{1,v,v} \), \( m_{2,v,v} \), the values of matrix elements **DIV** and **REM** are calculated from the following relationships:

\[
\text{dim}_{v,v} = \left\lfloor \frac{(m_{1,v,v} + m_{2,v,v})}{2} \right\rfloor \quad (9)
\]

\[
\text{rem}_{v,v} = \frac{(m_{1,v,v} + m_{2,v,v})}{\text{mod}2} \quad (10)
\]

Based on the matrix **DIV** and **REM** new matrix structures are defined. The **REM** matrix contains even number of ones. Taking pairs of generated ones and adding them to the values from the **DIV** matrix two distinct matrix structures are created. A graphical representation of the crossing process is shown in Fig. 6, Fig. 7 and Fig. 8 (\( h \)-th cargo shipped in the supply chain).

The principle of the mutation operator is to draw two numbers \( p \) and \( q \) from the range \( 2 \leq p \leq k \) and \( 2 \leq q \leq n \), which determine the number of rows and columns of submatrix of dimensions \( k \times n \) (\( k \) - number of rows in the main matrix (processed by the algorithm), \( p \) - number of columns in the main matrix), I in this part. Generated matrix is modified so that the sum of values in the columns and rows before and after the modification was not changed. The mutation process is shown in Fig. 9. The sum before and after in the generated sub-matrix is the same.

![Fig. 6. Structures designed for the crossing (Jacyna-Golda et al., 2016)](image)

![Fig. 7. Aiding matrices in the crossing process (Jacyna-Golda et al., 2016)](image)

![Fig. 8. New matrix structures (Jacyna-Golda et al., 2016)](image)
The partial matched crossover (PMX) is a practical solution in the problem of defining routes for vehicles serving supply chain entities and in the problem of allocating these vehicles to tasks. This crossing ensures that the chromosome is correct and has acceptable construction. With such a crossing, the dual points of start in the route are not the case, because the vehicle reaches each point only once (according to the constrains of travelling salesman problem). PMX crossing is one of the types of crosses used in permutation representation tasks. The principle of crossing is shown in Fig. 10. The crossing is based on the random selection of two chromosomes for crossing. The crossing parameter is the probability determining how many individuals will cross. It is determined at the beginning of the algorithm. When chromosomes are designated to cross, they are randomly combined into pairs. If the number of selected chromosomes is odd, randomly selected chromosome from the population is added to complete the crossing set. The mutation process involves the random exchange of genes in a numerical sequence.

5. Conclusions
Servicing the supply chain operators is a complex decision-making task that requires addressing the issues of routing, the allocation of vehicles to tasks, and addressing the problem of locating objects in the supply chains. All these things determine the time spent by the operators, which is a key factor in assessing the efficiency of the supply chain. The computational complexity of presented issues implies the choice of heuristic methods to solve them. It should be noted that the quality of the generated results by the heuristic algorithms depends on the setting parameters of these algorithms, such as the crossing and mutation parameters, population size, number of iterations and other. The parameter selection should be done in experimental way.
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Fig. 10. PMX crossing (own work on the base of Michalewicz, 1996)


